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Abstract—Interactive applications have deadline requirements,
e.g. video conferencing and online gaming. Compared with a
single path, which may be less stable or bandwidth insufficient,
using multiple network paths simultaneously (e.g., WiFi and
cellular network) can leverage the ability of multiple paths to
service for the deadline. However, existing multipath schedulers
usually ignore the deadline and the influence from subsequent
blocks to the current scheduling decision when multiple blocks
exist at the sender. In this paper, we propose DAMS, a Deadline-
Aware Multipath Scheduler aiming to deliver more blocks with
heterogeneous attributes before their deadlines. DAMS carefully
schedules the sending order of blocks and balances its allocation
on multiple paths to reduce the waste of bandwidth resources
with the consideration of the block’s deadline. We implement
DAMS with the inspiration of MPQUIC in user space. The
extensive experimental results show that DAMS brings 41%-63%
performance improvement on average compared with existing
multipath solutions.

I. INTRODUCTION

Applications often put many requirements on the services

from network transmissions. Among the requests, end-to-end

delay is most concerned by interactive applications, such as

video conferencing and online gaming, which usually expect

the data to arrive within a certain time limit, i.e., a deadline.

For instance, in a video conference, the end-to-end delay is

supposed to be about 100ms or even lower to provide users

with interactive experience [1]. In recent years, teleconference

has become an essential tool to support normal business

operations, and there is also a large increase of online gaming.

It is critical to well support low-delay interactive applications.

The data from streaming applications are often transmitted

in blocks. Data block is defined as the minimal unit of data

by applications. For example, frames in video streaming and

messages in online gaming can be treated as blocks. For block-

based data transmission, the order in which data arrives within

a block is unimportant, as long as all data of a certain block

reach the receiver before the block’s deadline. The blocks that

miss the deadline will greatly affect the user’s QoE, and may

become useless when new data arrive.

Previous work of deadline-aware transmissions on a single

path [2], [3] attempts to deliver data blocks before application-

specified deadlines. However, a single path can not always pro-

vide stable network connections or sufficient throughput [4],
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[5]. Compared with a single path, multipath transmissions

have the advantage of providing seamless handover and larger

aggregated bandwidth, which show their potential in dealing

with deadline-aware transmissions. Besides, many applications

now support multipath solutions [6], [7]. For multipath trans-

mission, a scheduler is often used to determine which path the

data should be transmitted along, and is the key component

that impacts the performance. Various multipath schedulers

are proposed for different scenarios [8]–[11] and optimization

objectives [12]–[15].
However, existing multipath schedulers can not well handle

deadline requirements for streaming blocks as they often

ignore deadlines and the interactions among blocks (§ II).

MinRTT [16], Round-robin (RR) and ECF [17] are not aware

of the block boundary and deadline requirements. If the one-

way delay of the large RTT path is greater than the deadline

of a block, the block will miss the deadline. Although block

boundary is considered in DEMS [18], it only tries to minimize

the completion time of a single block, without considering the

interaction of blocks. DEMS achieves simultaneous subflow

completion from the receiver view, however, its bandwidth

allocation increases the bandwidth wastage. As a result, some

blocks meet their deadlines by sacrificing other blocks. MP-

DASH [4] tries to ensure a single block to meet the deadline,

but is difficult to handle the situation with concurrent blocks.

Existing algorithms proposed for concurrent streaming on

multipath are either based on SCTP [19] which is difficult

to deploy [20], or intend to optimize other metrics, such as

the average stream completion time (SRPT-ECF) [21], instead

of the deadline.
This paper aims to enable deadline-aware multipath delivery

for streaming blocks. Achieving this goal faces a number of

challenges. First, deadline-aware schedulers need to arrange

the sending order of blocks which may have heterogeneous

and contradictory attributes, e.g. deadline, priority and size.

Second, subsequent unknown blocks affect the current multi-

path bandwidth allocation. Third, contradiction exists between

the precise deadline and the inaccurate network information.

The key contribution of this paper is the design, implementa-

tion and evaluation of Deadline-Aware Multipath Scheduler

(DAMS) for transmission of streaming blocks. DAMS ad-

dresses the above challenges as follows:

• To deliver streaming blocks within application-specific



Fig. 1. Simultaneous subflow completion of chunk i which achieves the
minimum completion time. Block transmission time is calculated as the ratio
of block size to bandwidth. With no preemption, the completion time of a
block includes two parts: block transmission time and one-way delay (OWD).
Block i starts sending at t1 and completes at t2.

deadlines in the multipath scenario, DAMS considers the

deadline as an important metric to handle the sending

order of blocks with heterogeneous attributes. During the

scheduling, DAMS detects the blocks’ deadline satisfac-

tion with network capacity instead of by estimating the

transmission time, which decouples the specific multipath

allocation strategies from the decision of block sending

order (§ III-A – III-B).

• Future blocks and network changes cause the transmis-

sion of the current block to be preempted which lead

to bandwidth waste. The multipath allocation strategy

of DAMS is to complete the sending simultaneously on

multiple paths for each block to reduce the impact of

preemption and achieve high performance (§ III-C–III-D).

We implement DAMS in user space based on QUIC [22]

for simplicity with the inspirations of DTP [2] and MPQUIC

[13] (§ IV). We conducted extensive evaluations in stable and

dynamic networks. Our evaluation results show that DAMS

achieves the best QoE metrics compared with other multipath

schedulers. Additionally, our results demonstrate that DAMS

can increase the completion rate of high priority blocks up

to 48% and the completion rate of all blocks up to 71% for

different applications under various network conditions (§ V).

II. MOTIVATION

For many delay-sensitive applications, data are transmitted

in the unit of block with its deadline. The data blocks may

have different impacts on the user-perceived QoE. The blocks

that show significant influence on QoE are considered to be

important with a high priority, such as I frames and tiles

that the user’s eyes focus on in a 360° video [23]. Multiple

blocks may be sent simultaneously. A natural question is

how to leverage multipath resources and blocks’ attributes so

that more blocks can meet their deadlines. Before proposing

a solution, we investigate the reasons for the performance

degradation caused by previous multipath schedulers.

For deadline-aware multipath scheduling, one major cause

of performance degradation is that existing scheduling

schemes waste the bandwidth. For deadline-oriented transmis-

sion, if data arrive after the deadline, the used bandwidth is

also considered to be wasted. We find that previous multipath

schedulers are unsuitable for deadline-aware transmissions,

because they do not consider multiple blocks in the deadline

scenario, leading to bandwidth waste. Next, we analyze the

reasons with examples.

Fig. 2. The timeline of multiple blocks sent in the arranged order. The
multipath allocation strategy is simultaneously subflow completion (A multi-
block version of Figure 1). Above and below the dotted line are bandwidth
allocations for the first and second paths, respectively. Multiple blocks are
shown with different colors.

Existing data sending order does not take into account
the heterogeneous attributes of multiple blocks. When mul-

tiple blocks with different attributes (e.g., deadline, priority,

and size) exist at the sender, FIFO sending order of blocks

is inadequate. An intuitive example is that, if a block misses

its deadline before the transmission completes, the remaining

data of that block becomes useless even if transmitted to the

receiver. In this circumstance, it is a better choice to delay or

cancel the sending of this block and make way for subsequent

data transmission to avoid wasting the bandwidth.

What’s more, simply considering these attributes may still

cause unexpected results. For example, if only priority is

considered and a high priority block (chunk A) far away

from its deadline is sent first, a low priority block (chunk B)

close to its deadline may miss the deadline and get canceled.

Only considering the block size leads to the same problem.

Considering the deadline is not enough either, because whether

a block can be completed is related to not only the deadline,

but also the block transmission time, propagation time, etc.

Choosing a block whose deadline is close but may not be

completed before the deadline is not reasonable.

These examples and analysis indicate that simply consider-

ing attributes of blocks is not suitable for deadline-aware trans-

mission of streaming blocks, let alone FIFO which ignores the

attributes. Besides, due to the existence of the deadline, the

time that each block can use the bandwidth is constrained, and

bandwidth allocation needs to be well designed. Consequently,

a better block sending order which considers the deadline and

other heterogeneous attributes of blocks is needed, with the

aim of increasing the block completion rate and reducing the

waste of bandwidth resources.

Mismatch exists between current multipath allocation
strategies for a single block and the deadline target. For a

single block, the minimum block completion time is attained

by simultaneous subflow completion multipath strategy [18],

[21] (shown in Figure 1). Even so, we find that when faced

with transmission streaming blocks, such a scheme would

cause frequent preemption, which may lead to potential band-

width waste.

With this strategy, the multipath allocation of each block

aims at minimizing the block completion time. When multiple

blocks exist at the sender (e.g. n blocks), the bandwidth

occupancy of these n blocks is shown in Figure 2. For the first



n− 1 blocks, following the simultaneous subflow completion

strategy, two paths often transmit different blocks at the same

time. If there is a preemption (e.g., at the time t1), more than

one block may be affected, and multiple preempted blocks

may all miss their deadlines to cause a big waste of bandwidth.

What’s more, the larger the difference of the one-way delay

between the two paths, the greater the difference of the block

transmission time on different paths for each block. As a

result, the bandwidth waste mentioned above will occur more

frequently.

As for the nth block, that is, the last block scheduled to be

sent in the current buffer, simultaneous subflow completion

leads to the potential bandwidth waste on the slow path. As

shown in Figure 2, after t′, block n only occupies the fast path,

and the slow path is idle without new blocks coming. However,

if the one-way delay of the slow path is less than the deadline

of block n, the slow path should have been used to speed

up the existing transmissions rather than being wasted (from

t′). It would also reduce the probability for the block n to be

preempted, as in the case that a new block arrives at t2. The

impact and performance degradation caused by preemption is

shown with the evaluation results in Section V-C.

As a result, simultaneous subflow completion increases the

possibility of bandwidth resource competition due to unreason-

able bandwidth allocation schemes. Therefore, to improve the

completion rate of blocks and better support deadline-aware

transmissions, it calls for the design of an efficient multipath

scheduler to reduce the bandwidth waste and competition.

III. DEADLINE-AWARE MULTIPATH SCHEDULER

We propose DAMS, a deadline-aware multipath scheduler

aiming to deliver more blocks with heterogeneous attributes

before their deadlines. The key design decisions of DAMS

include the following: (1) DAMS is aware of the blocks’

deadlines (III-A); (2) To handle heterogeneous attributes of

blocks, DAMS strategically decides the sending order of

blocks with a variant of Earliest Deadline First (EDF) al-

gorithm (III-B); (3) To deal with unknown application data

pattern, for practical use, DAMS makes the online adaptation

for multipath bandwidth allocation (III-C); (4) To deal with

unknown network status, Robust DAMS (III-D) is designed

where a safeguard is set to adjust the deadlines of blocks for

scheduling. Next, we elaborate them in this section.

A. Overview for deadline-aware block transmission

DAMS aims to achieve block-based transmission with dead-

line. Each block has attributes such as deadline, priority and

size. For blocks, the deadline determines how long a block can

occupy bandwidth, the priority indicates the impact of a block

on the user QoE, and the size determines the transmission time

of a block. What DAMS concerns is the completion time of

blocks, which affects the user experience.

Section II shows that FIFO is not the best sending order

of blocks for deadline-aware transmission. Other schemes

that consider only one of the attributes cannot provide a

reasonable sending order. Under this circumstance, DAMS

aims to strategically decide the sending order of blocks with

different properties taken into account.

When faced with the deadline-aware scheduling, a straight-

forward solution is the Earliest Deadline First algorithm (EDF)

[24] used for processor scheduling in a real-time system. How-

ever, most research focuses on the problem of homogeneous

multi-resources [25]–[27] or uniform heterogeneous multi-

resources [28]–[30]. It is different from our scenario, and the

solution cannot be directly applied. Specifically, vanilla EDF

algorithms are not suitable for the following reasons:

• Different from heterogeneous processor resources, mul-

tipath resources are not only different in bandwidth but

also latency which is an important factor affecting the

scheduling.

• In most cases, network is overloaded with limited re-

sources, and no schedule can meet the deadlines of all

blocks. At this point, we focus on how to meet the

deadlines of more blocks. However, most studies on this

aspect in real-time scheduling cannot be directly applied.

To solve the above problems, we first propose an offline

EDF-based algorithm that considers heterogeneous attributes

to give a block sending order when the global information

is known, and then make adaptations for practice use. The

workflow of DAMS is shown in Figure 3. DAMS takes

block attributes and network status as input, and decides the

block sending order and the distribution of the block data on

multipath with the consideration of deadline. Blocks’ attributes

are notified to the transport layer which is implemented as

Section IV shows. Network status includes bandwidth and

RTT. We estimate the bandwidth by calculating the ratio of

congestion window and RTT. One-way delay is estimated with

RTT/2. However, this estimation may contain flaws, as the

delay of an Internet path can be asymmetric [31], [32] and the

lagged nature of RTT still impacts the perception of DAMS

for network delay, thus the scheduling to make.

B. Offline scheduling

In this section, we propose the offline DAMS when the

information of network condition and all blocks are given. The

scheduling is still challenging even with these information, as

multiple heterogeneous attributes of blocks which conflict each

other and should be handled. Next, we propose an EDF-based

scheduling algorithm and show the design details as follows.

DAMS performs order arrangement (in Figure 3) and sorts

all blocks according to their deadlines. If there is a resource al-

location scheme so that all blocks in the sender buffer can meet

the deadline, the optimal solution can be obtained by EDF.

However, network resources are usually insufficient and not all

blocks can meet their deadlines. In this circumstance, DAMS

performs selective preservation which selectively delays or

cancels the sending of some blocks that are sorted according to

the deadline. Given a block of size s, its percentage of unsent

data is denoted as r. If the block arrives before its deadline,

the credit c is obtained. The credit c is positively correlated

with the priority p. DAMS selectively preserves some blocks.

Specifically, DAMS performs a block-by-block comparison of



Fig. 3. Workflow of DAMS algorithm.

all blocks. If the deadline of the comparison blocks can be

met with current network conditions, the comparison blocks

will not be delayed or cancelled. If not, delaying the sending

of blocks with the smallest normalized credit d = c
s∗r , where

a larger d means a higher credit for transmitting the same

amount of data. Once time exceeds the deadline of a block, it

will be cancelled and will no longer participate in scheduling

afterwards. This helps reduce the bandwidth waste caused by

sending useless data. Meanwhile, the queuing delay of other

blocks can be reduced.

If all blocks have the same priority, DAMS selects the small-

est block when scheduling and achieves the optimal solution.

However, when considering different priority, tradeoff exists

between the priority and block size, and the optimal solution

can only be found by traversing all situations. In this circum-

stance, DAMS performs selective preservation according to

the normalized credit d.

In the offline phase, the multipath scheduling scheme only

needs to satisfy that the blocks which are not delayed or

cancelled are completed before their deadlines. A natural

question arises: how to detect that the deadline of a block

can be met. A direct method is to estimate the completion

time of the block and compare it with its deadline. However,

the completion time of the block is related to the multipath

allocation of that block, and is affected by the scheduling of

other blocks as well. The existence of the coupling relationship

makes the problem complicated. Notably, we find that the

available network capacity before the deadline for each block

can be used to detect whether the block can meet the deadline

or not. If the deadline can be met, any specific allocation

across multipath which satisfies the deadline can be used.

Consequently, detecting the deadline satisfaction is decoupled

from multipath allocation and is performed according to the

network capacity.

Specifically, the detailed calculation of network capacity

that a block can use is shown as follows. The attributes of

heterogeneous paths need to be considered, including band-

width and RTT. The maximum network capacity that block i
can use on path j is:

Ci =
∑

j

(Di −Ai −RTTj/2)×BWj (1)

where Di and Ai represent the deadline and arrival time of

block i respectively. Besides, the RTTj and BWj represent the

Fig. 4. Finish sending simultaneously. Transmission timeline of a block in
DAMS. The block starts sending at t1 and completes at t2.

RTT and bandwidth of path j. However, due to the insufficient

network bandwidth, block i may be queued at the sender

and waits for other blocks to be sent. As a consequence, the

available network capacity for block i is reduced to Ci−Cused

where Cused represents the capacity that is used by other

blocks sent before block i.

C. Online adaptation for multipath bandwidth allocation

When online, unlike the offline phase, only the information

of the blocks in the sending buffer and the current network

status can be known. The challenge arises when considering

multipath scheduling for a block, as the impact of unknown

subsequent blocks on the current decision should be taken

into account. New blocks and network condition changes may

lead to preemption of current blocks. Therefore, multipath

allocation should be carefully designed for online scheduling.

From the previous block-based solution DEMS [18], we

know that simultaneous subflow completion generates the

minimum completion time of a block. In this case, the block

has the highest slack and presents high tolerance for network

jitter. However, as Figure 2 shows, in the circumstance of

simultaneous subflow completion, multiple paths usually trans-

mit different blocks at the same time. Consequently, when a

new block comes, more than one block is preempted, resulting

in an increase in bandwidth waste. The greater the delay

difference between different paths, the worse the situation.

In order to reduce the bandwidth waste, when each block

is sent, the path allocation strategy of DAMS is to finish the

sending simultaneously on multiple paths. By doing so, the

same block is ideally sent on multiple paths at the same time,

so at most one block will be affected when a preemption

occurs. The transmission timeline of a block is shown in

Figure 4. If the capacity is enough for all blocks which are not

delayed or cancelled, there exist multiple allocation schemes

that can meet the deadline of blocks. Among them, finishing

the sending on multiple paths simultaneously for each block

achieves the optimal multipath allocation strategy with the

minimum bandwidth waste.

Finishing the sending simultaneously makes the completion

time of the block on multiple subflows different, and the path

with a large one-way delay completes transmission later. If

even the smallest completion time of multiple paths exceeds

the deadline, the block is expected to miss its deadline. A

special case may occur that the largest completion time of

multiple paths exceeds the deadline while the smallest one

not. If this happens, we adjust the allocation by moving the

part of the data beyond the deadline to the path with smaller



one-way delay. Furthermore, compared with the simultaneous

subflow completion, this allocation method has a lower ability

to handle the network fluctuation on a large RTT path. So in

a dynamic network, we take an extra operation to deal with

the network fluctuation (Section III-D).

The overall operating logic and complexity analysis of

DAMS are as follows. When a new block comes, DAMS

inserts it into the queue according to its deadline, and then

executes the above selective preservation procedure. For each

block, DAMS tries to finish its sending simultaneously on

multiple paths. The algorithm complexity is O(k), where k
is the number of blocks whose deadlines are behind the new

block in the original buffer. When a new block comes or

network condition changes, the blocks in the sending buffer

are rescheduled. To prevent the scheduling overhead from

increasing indefinitely as the number of blocks increases, in

practice use, only the front part of the block can participate

in scheduling to achieve a trade-off between algorithm per-

formance and overhead. Notably, the design of DAMS is not

targeted specifically for two paths, thus DAMS can be applied

directly to scenarios with more than two paths, which shows

its flexibility and scalability.

D. Deadline adjustment for network dynamics

The DAMS scheduling algorithm shown above considers the

bandwidth and RTT provided by congestion control module as

accurate network conditions. However, in a dynamic network,

it is impossible to provide accurate predictions to the schedul-

ing algorithm. When the network condition changes, the sent

data which scheduled with previous network conditions may

miss their deadline, resulting in the bandwidth wastage.

To handle varying network, we enhance the robustness of

DAMS with the adjusted deadline as input. First, RTT is

estimated at the sender with exponential weighted moving

average (EWMA). Then, in order to avoid the situation that

blocks that could be completed before the deadline miss it due

to the smaller throughput or larger RTT afterwards, we add a

safeguard for the deadline and get Deadline:

Deadline = Deadline− α ∗ std dev/2 (2)

where std dev varies with time, representing the standard de-

viation of RTT collected in the past period of time. std dev/2
is used as the variation of one-way delay. We multiply std dev
by a coefficient α to adjust for the conservative level and

Deadline is used as the input of scheduling. By adding the

safeguard, Robust DAMS becomes more conservative because

it use a smaller deadline and the blocks near the deadline will

be delayed or cancelled. Doing so increases the probability

that sent blocks complete before the deadline, and thereby

reduces the waste of bandwidth resources caused by sending

useless overdue blocks. When the network bandwidth and

RTT stay stable, std dev is small, then the performance of

the robust DAMS algorithm is similar to that of the DAMS

algorithm mentioned above. However if the network fluctuates

significantly, the robust DAMS algorithm improves the block

completion rate before the deadline.

IV. IMPLEMENTATION

The implementation of DAMS puts requirements for the

underlying protocol stack. First, it should be able to mark the

block boundary and be aware of the deadline corresponding

to each block in the data stream. Second, it is supposed to

support unreliable or partial reliable transmission to enable

block cancellation in DAMS. These requirements make it a

great effort to implement DAMS in MPTCP, though it is

possible, and we leave it for future work. Owing to many

useful building blocks in QUIC, DAMS is implemented based

on MPQUIC without much effort. Next, we show our primary

extensions of QUIC and MPQUIC.

To be able to cancel blocks that miss the deadline, we map

a block to a stream of QUIC, so we take advantage of the

existing stream cancellation process of QUIC to cancel blocks

without influencing transmission of other blocks. QUIC stream

ID is encoded using variable-length integers of which the max

value is 262− 1, so it is enough to represent all blocks during

one session. Once DAMS decides to cancel a block, it calls

the function cancel block implemented in our system, and the

sender will remove it from the sender buffer. Meanwhile, a

RESET STREAM of QUIC is sent to inform the receiver that

the block is canceled. Mapping a block to a stream of QUIC

also enables prioritizing some blocks over others.

In MPQUIC, data retransmissions do not have to follow the

original path. This property allows us to schedule retransmitted

data like other blocks without need of special treatment. In our

implementation, the retransmitted data are treated as a part of

the original block and participate in multipath scheduling. If

the retransmitted data miss the block deadline, we can also

cancel the sending like other blocks. Consequently, not all

lost packets will be retransmitted.

For DAMS, the scheduling performed on the packet level

means high overhead. Next, we present the conditions for

triggering the scheduler on the block level to lower the

scheduling overhead. First, if the network conditions of the

two paths do not change, the sending order of blocks and

the allocation remain the same. So the scheduling is triggered

when this module perceives network changes. Second, when

new blocks come to the sender buffer, preemption may occur

so scheduling should be triggered.

We use the basic implementation on Cloudflare’s quiche

of the version 23 of QUIC draft [33]. We extend it with

inspirations from DTP [2], [3] and MPQUIC [13]. Our im-

plementation is written in Rust and the example application

is written in C. The overall implementation is lightweight.

With DAMS, we achieve deadline-aware transmission at the

transport layer, facilitating the application developer by provid-

ing only an additional deadline parameter. Application proxy

can be used to avoid modifying the applications. Besides, the

deadline setting is configurable and application-related.

V. EVALUATION

In this section, we conduct experiments on two Linux

machines running Ubuntu 20.04. One serves as the sender with

scheduling algorithm deployed on it and the other serves as the



receiver. They are connected with an OpenWrt router where

Linux tc [34] runs to provide different network conditions.

To create two transmissions, two network interface cards are

installed on each machine.

A. Experiment Setup

Application traces. We evaluate DAMS with two applica-

tion traces on top of our system.

• Live video streaming (Advanced Video Coding, AVC).

We run our video streaming emulator with the “AirShow”

video from the LIVE video set [35]. We encode the trace

to the bitrate of 4.3Mbps and parse them to the frame

level with FFmpeg to simulate low-latency live streams.

Each frame is treated as a block. The parsed video has

three types of frames: I, P, and B with high, medium, and

low priority respectively. The frame rate is 30FPS.

• Video conference (Scalable Video Coding, SVC). We use

the “Chimera1102347” video from the LIVE video set

[35]. Video conference applications adopt scalable video

coding, where videos are encoded into base layer and

enhancement layers, which are treated as blocks with

different priorities. The highest bitrate of SVC video is

4.3Mbps. The original video is 30FPS.

Comparison algorithms. In our evaluation, we compare

DAMS’s performance to that of the following five comparision

algorithms.

• MinRTT [12]: sends packets through the available paths

with the smallest RTT.

• RR: sends packets in a round-robin fashion.

• SRPT-ECF [21]: selects the smallest stream and for each

stream it tries to minimize overall completion time.

• DEMS [18]: block-based multipath scheduler. For each

block, it tries to achieve simultaneous subflow completion

from the receiver’s view.

• DAMS-C: block-based multipath scheduler, a variant of

DAMS, with our designed block sending order. For mul-

tipath scheduling, it tries to achieve simultaneous subflow

completion from the receiver-side view.

We present the overall performance of DAMS comparing

with existing comparison algorithms of the two applications

motioned above in Section V-B. In addition, to provide a

deeper understanding of DAMS, we describe microbench-

marks where DAMS are compared with two algorithms:

DEMS (the representative of existing block-based algorithms)

and DAMS-C (the variant of DAMS). For fair comparision,

we implemented all the comparision algorithms in our system,

so that they share the same underlying mechanism.

Performance metrics. We present the evaluation using

metrics of application layer and transport layer. We evaluate

DAMS and other comparison algorithms with the same source

video and network trace, and present the block completion rate
of all blocks and high-priority blocks as metrics of the trans-

port layer. Besides, we calculate the average bitrate and re-
buffering time at the application layer. Notably, in the deadline

scenario, only blocks that arrive before the deadline are valid

(a) Average Bitrate. (b) Rebuffering Time.

Fig. 5. QoE of applications.

and counted. Specifically, the average bitrate is calculated as

data volume/video len where data volume represents the

amount of data belonging to the blocks that arrived before the

deadline and video len represents the length of the video. The

rebuffering time is calculated as frame num/frame rate
where frame num is the number of frames that missed the

deadline. It comes from the fact that every frame missing the

deadline introduces 1/frame rate rebuffering time.

B. Overall performance

We now present the overall performance of DAMS when

comparing with existing multipath algorithms: RR, MinRTT,

SRPT-ECF and DEMS in Figure 5 and Figure 6. We use real

network traces randomly selected from the HSDPA dataset

[36] to simulate dynamic network conditions. The average

bandwidth of the two paths are 1.50Mbps and 2.36Mbps

respectively. The aggregated bandwidth is lower than the

average bitrate of the application trace. The minimum RTT

of the two paths are set to 10ms and 40ms respectively. The

deadline of blocks is 200ms.

Figure 5 shows the QoE of two applications. In the deadline

scenario, DAMS performs the best when comparing with

other existing algorithms. DAMS achieves the highest average

bitrate which proceeds 2.5Mbps. Besides, DAMS achieves

the lowest rebuffering time for both applications which is

48.39% of the best performing comparison algorithm SRPT-

ECF. MinRTT, RR and DEMS are not aware of deadline, and

the data sent by the sender is FIFO. As a result, with the

limited bandwidth, most blocks cannot meet the deadline due

to long queuing delay at the sender, which leads to low average

bitrate and long rebuffering time. We revisit the question of

long queuing delay in Section V-C. SRPT-ECF performs better

than the above three algorithms because it prioritizes sending

blocks with small size. However, its block preemption only

considers the size without considering the priority and the

amount of sent data in the current block. This makes SRPT-

ECF perform worse in the live video streaming application

than in video conference, because the data block size in our

video conference trace is smaller than another application. To

further explain it, we then give detailed analysis with the data

pattern of the two applications and the block completion rate

metric which is shown in Figure 6.



(a) Video streaming. (b) Video conference.

Fig. 6. Block completion rate of applications.

Application data patterns of these two applications are

different. Specifically, in AVC, the highest priority block has

the largest size (I frame), and in SVC the highest priority

block has the smallest size (base layer). As Figure 6 shows,

for video conference, the completion rate of high-priority

blocks is higher than that of all blocks, while that of video

streaming is the opposite. The reason is that, more small and

high-priority blocks are completed before deadline in video

conference compared with low-priority blocks. Besides, SRPT-

ECF achieves comparable performance with DAMS in video

conference scenario as DAMS also preserves the blocks with

small size and high priority. More results showing the effect

of multipath allocation under different networks are presented

in Section V-C. For average bitrate, as shown in Figure 5(a),

the results is consistent with the trend for the completion

rate of all blocks in Figure 6. For rebuffering, since in a

video conference, once the base layer reaches the receiver,

this frame does not cause rebuffering. Therefore, there is less

rebuffering in video conference application than in AVC based

video streaming as Figure 5(b) shows.

C. DAMS deep dive

In order to better explore the influence of the multipath

allocation strategies on the results, we implement a variant of

DAMS and obtain DAMS-C. This scheduler is different from

DAMS only in multipath allocation, and it achieves simultane-

ous subflow completion which is the same as DEMS. Besides,

we choose DEMS as a representative of the existing algorithms

for comparison because it is a block-based algorithm and

the multipath allocation strategy is the same as DAMS-C.

Next, we evaluate the three algorithms of DEMS, DAMS, and

DAMS-C under stable network and dynamic network condi-

tions with different bandwidth and RTT combinations. For the

block-based algorithm, by comparing DEMS with the other

two algorithms, we present the role of block sending order

in our design. In addition to that, we evaluate the multipath

allocation strategy by comparing DAMS and DAMS-C. We

use live video streaming trace as an example application to

carry out subsequent experiments. The deadline of each block

is 200ms.

1) Stable Network Conditions: We consider different RTT

and bandwidth differences of two paths, and the network

(a) Block completion rate of high-
priority blocks.

(b) Block completion rate of all
blocks.

Fig. 7. Overall performance under different RTT combination.

settings follow the methodology of controlled experiments in

[4] and [18]. We measure the block completion rate of high

priority blocks and all blocks. We repeat each experiment 5

times and report the average value.

Different RTT combinations. We fix the first path’s RTT

to 10ms and vary RTT of the second path from 40ms to 200ms

with equal interval 40ms. The bandwidth of the two paths are

set to 2Mbps and 3Mbps.

Figure 7 shows that DAMS performs the best. DEMS

performs the worst and the aggregate bandwidth of DEMS

is limited, so almost no blocks can be completed before the

deadline. The limited aggregate bandwidth might be due to

the fact that DEMS sends the next block after the previous

one finishes sending on both paths instead of one of the

paths, which results in a waste of bandwidth on the large

RTT path even though it finishes the transmission earlier.

Compared with DAMS-C, DAMS achieves up to 29% and

32% higher completion rates for high-priority blocks and all

blocks respectively. In our video streaming trace, I frame

with the largest size is marked as the high priority blocks.

With the long block transmission time, the completion rate

of high priority blocks reduces rapidly as the RTT increase

(Figure 7(a)). Besides, as the delay difference of the two paths

increases, the performance difference between DAMS-C and

DAMS first increases and then decreases. The initial increase

is because the competition and preemption of the small RTT

path increase as the RTT difference becomes larger. If the RTT

of the second path is so large that the multipath allocations of

DAMS and DAMS-C tend to be consistent, the performance

difference becomes smaller. The completion rate of all blocks

in Figure 7(b) shows the same trend.

To understand where the performance improvement of dif-

ferent multipath strategy comes from, we compare DAMS

with DAMS-C and show the competition and preemption by

measuring the number of blocks which have ever sent data

but are eventually cancelled. These blocks reflect the degree

of competition and preemption, as otherwise a block will be

sent over without being preempted. Figure 9 shows that more

blocks are cancelled by DAMS-C than DAMS. The arrived

data belongs to the cancelled blocks also become useless.

The more the cancelled blocks which ever be sent, the more

bandwidth is wasted, resulting in lower block completion rate.

Different bandwidth combinations. To understand the



(a) Block completion rate of high-
priority blocks.

(b) Block completion rate of all
blocks.

Fig. 8. Overall performance under different bandwidth combination.

influence of two paths’ bandwidth, we evaluate the algorithms

under different bandwidth combination of two paths. We vary

the bandwidth of two paths and compare the block completion

ratio under 6 different bandwidth combinations. We set the

RTT of two paths to 10ms and 20ms separately. The random

loss rate to 0.01%.

Figure 8(a) shows the completion rate of high priority

blocks that arrive before deadline. The Y-axis is the completion

rate and the X-axis is the bandwidth combination pair of two

paths’ bandwidth: (3, 3.5), (2.5, 3), (2, 2.5), (1.5, 2), (1, 1.5),

(0.5, 1). The bandwidth of two paths decreases from the left

to the right on X-axis, so does the aggregated bandwidth.

Figure 8(a) shows that DAMS and DAMS-C which apply

the block sending order we designed perform better than

the DEMS which applies FIFO when dealing with multiple

blocks at the sender. This shows the effectiveness of selective

preservation when many blocks exist at the sender with limited

aggregate bandwidth. Moreover, the performance decrease of

schedulers is different. For DEMS, if the aggregate bandwidth

is limited, data are accumulated at the sender so that the

queuing delay increases and becomes the culprit for the

block not being completed. For DAMS and DAMS-C, the

long block transmission time becomes the limiting factor for

the improvement of the completion rate. Other bandwidth

combinations present similar performance to those with similar

aggregated bandwidth shown in Figure 8, so we omit them.

To reveal the performance gain brought by selective preser-

vation, we measure the queuing delay at the sender of blocks

that reach the receiver. Due to the existence of preemption,

the queuing delay also includes the time preempted by other

blocks in addition to the waiting time before starts sending.

The queuing delay on the first path is shown in Figure 10 (The

result is similar on the second path, so we omit the figure). We

can find that the queuing delay of algorithms with selective

preservation is lower than DEMS and keeps consistently low.

DEMS applies FIFO, so more and more blocks accumulate at

the sender due to limited bandwidth and the average queuing

delay increases. Selectively delaying or canceling the sending

of some blocks reduces the queuing delay and prevent the

accumulation of queue.

The completion rate of all blocks that arrive before the

deadline in Figure 8(b) shows the same trend as Figure 8(a).

When the aggregate bandwidth is sufficient, nearly all blocks

Fig. 9. Number of canceled blocks. Fig. 10. Queuing delay at the sender
on the first path.

(a) Block completion rate of all
blocks.

(b) High priority block completion
rate.

Fig. 11. Overall performance under dynamic network setting 1.

can arrive before the deadline. When the aggregate bandwidth

is limited, around the point (2Mbps, 2.5Mbps), we find that

the performance of DEMS degrades dramatically and nearly

no blocks can complete before the deadline. Overall, compared

with DEMS, DAMS achieves up to 48% and 71% increase in

the completion rates for high-priority blocks and all blocks

respectively. As Figure 8 shows, the performance difference

between DAMS-C and DAMS is minor as the RTT difference

of the two paths is small.

2) Dynamic Network Conditions: The algorithm to be com-

pared includes: DEMS, DAMS-C, DAMS and DAMS-Robust.

We set α as 1 empirically in DAMS-Robust and leave the work

about the effect of α on performance to the future. We vary the

bandwidth of two paths during one test. We evaluate in two

dynamic network setting with bandwidth of different average

and variance: 1) The first path’s bandwidth drops to 0.5Mbps

then restore to 2Mbps. The change takes 2s as a cycle, and

each bandwidth lasts for 1s. The second path’s bandwidth

has the same pattern which drops to 1Mbps then restore to

2.5Mbps; 2) The first path’s bandwidth drops to 0.5Mbps then

restore to 2.5Mbps and the second path’s bandwidth drops to

1Mbps then restore to 3Mbps. To investigate how the RTT

difference influence the performance under dynamic network

setting, we run under two RTT setting: 1) The minimum RTT

of the two paths are 10ms and 40ms; 2) The minimum RTT

of the two paths are 10ms and 80ms.

As Figure 11 and Figure 12 show, when the bandwidth

varies, DAMS-Robust performs the best when compared with

the other three algorithms. DEMS performs the worst as the

average bandwidth is limited compared with the video bitrate.

DAMS performs better than DAMS-C in most cases and the

opposite occurs under the dynamic network setting 2 with



(a) Block completion rate of all
blocks.

(b) High priority block completion
rate.

Fig. 12. Overall performance under dynamic network setting 2.

(a) Under dynamic network setting 1. (b) Under dynamic network setting 2.

Fig. 13. Block completion rate efficiency under dynamic network.

larger bandwidth variation and the RTT of two paths are

10ms and 40ms (left part of Figure 12(a)). Previous evaluation

results in V-C1 show that DAMS-C performs better under

small RTT difference than large RTT difference. Besides, as

mentioned in Section III-C, DAMS-C has the highest slack,

so it shows high tolerance for network variation. As a result,

DAMS-C performs better than DAMS in this situation.

We show the efficiency of block completion rate in Fig-

ure 13. We design DAMS-Robust to reduce the bandwidth

resource waste by reducing the overdue data arriving at

the receiver caused by the unknown network variation. The

efficiency here refers to the ratio of blocks arrive before

the deadline to all received blocks. As the Figure 13(a)

and Figure 13(b) show, DAMS-Robust exhibits greater or

nearly equal efficiency than DAMS. We can also find that the

efficiency of DAMS-C is high, however, the total completed

blocks of DAMS-C is lower than DAMS-Robust.

VI. DISCUSSION

Dependency effect. In this paper, we focus on the number

of blocks that meet the deadline. In Section V, we showed

that DAMS achieves the highest block completion rate under

various network conditions. A natural question is to extend

our design to multiple blocks with dependency among them as

dependency may exist in some applications. We can increase

the capability of DAMS and perform further processing to deal

with dependency of blocks. One direction is to simply cancel

the blocks which depend on the canceled blocks. However, the

cancelled blocks may increase a lot. More complex algorithm

to deal with dependency tree of blocks could be an option and

we leave this as future work.

Path extension. Our evaluations are all conducted with con-

sideration of two paths as it is a most common case today.

However, our design of DAMS, which achieves finishing

sending simultaneously can also be extend to more than two

paths without much additional design. If we need to move the

exceed data from the path which completes late to other paths,

we can only choose the other path in two paths’ condition. If

more paths exist, we can choose in order of RTT and prioritize

the way with the smallest RTT to put data that exceeds the

deadline. If this way cannot make these data meet the deadline,

we can choose the way with the second smallest RTT.

Loss awareness. Packet loss should be taken into account

when determining whether or not the block will meet the

deadline. If the packet loss rate is non-negligible and affects

the block completion time, forward error correction (FEC) is a

choice to improve the block completion rate, whose ratio can

be configured according to the packet loss rate. Under network

conditions with packet loss, the block completion time can be

estimated with the analysis of retransmission mechanism. The

estimated block completion time facilitates the scheduling of

blocks on the server to improve the block completion rate.

However, dealing with packet loss is not the focus of this

paper and we leave it as the future work.

VII. CONCLUSION

In this paper, we proposed DAMS, a deadline-aware multi-

path scheduler for streaming blocks aiming to meet the blocks

deadlines. DAMS is aware of the deadline and judiciously

handle the sending order of blocks with heterogeneous at-

tributes. Besides, DAMS finishes the sending on multiple paths

simultaneously for each block at the sender to reduce the sunk

cost of data block transmission and avoid bandwidth waste

brought by preemption of unknown blocks. Through exten-

sive evaluations, we found that DAMS outperforms existing

multipath schedulers by 41%-63% on average.
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